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Intro to RCE
● SLAC-designed board(s) for versatile and efficient DAQ

● Fast and cheap
● Modern high-level programming languages
● Modular

● Generic computing elements, FPGA/DSP/CPU → “RCE”
● High bandwidth interconnects → 10 Gb ethernet
● Modern crate support → ATCA

● Can be a “ROD”
● Can be a “ROS”
● Can do both at once, and can do more...

 (triggering? pre-processing?)
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Tests at SLAC
● Pixel readout (FE-I3 and FE-I4) and calibration
● In future: HSIO will be RCE-based, integrated TTCrx chip on RCE
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Tests at SLAC
● Much faster DAQ and calibration 

than standard ATLAS ROD / VME 
infrastructure

● Software ported with relative ease

● In future: use DSPs for fits
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Interested Groups

and of course now NYU... !
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Future R&D at NYU
● Tests of readout and calibration of pixel / strip silicon

– RTMs, optical readout links
● Programming of DSP tiles for fitting etc.
● RCE and HSIO software development
● Tests of communication between RCE's

– UDP / TCP functionality
– Triggering (fixed latency)
– Bandwidth

● ROS emulation …

● Clear potential for collaboration with silicon R&D
– RCE-based test-stands for high-speed tests and calibrations
– Sources of real data for testing of RCE DAQ hardware and software
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